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Formulation :
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(1) is finite - horizon discounted problem
The goal is to maximize the return , Re in an episodic setting.
parameterized policy totals) is used for stochastic policy .

Q : How to solve this optimization problem ?
A : Gradient -based technique .

Gradient Desert Algorithm .
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- gradient of objective fan .
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- example , Direct Policy 9rad .
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Every subsequent term adds additional dimension of integration .

⇐ It's computationally intractable to compute gradient
analytically.

We are going to
"

estimate
"

the gradient "g
"

.
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⇐ policy gradient .


