
Lec 08 - Actor- Critic
Announcement : Homework 1 is released ( Due : 17/30 PST)

send your HW to Saehong
- { Xinyi :

: ssPatk@berkeley.edu
ZxyyX48@I63.com

⑨ Markov Decision Process
⑨ Dynamic programming
- Learn value function
- Implicit policy En⇐-⑨ Policy Optimization (Model)
- No value function 7 §
- Learn policy

• actor

" gradient ¥oenF→p
- Learn Value function
- Learn policy
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In Actor-Critic , the actor improves the policy based on the value function
that is estimated

by critic .
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value function estimation is equivalent to policy evaluation .

There are two approaches for policy evalu

• Monte-Carlo policy evaluation
• Bootstrap policy evaluation

11 Monte - Carlo policy evaluation

suppose NN -type function approximation (FA) is used for value function,
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save the trajectory and add together the remaining rewards
The FA is going to average together along with other trajectories.
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We fit the value function by Regression

• Truing data : I sit . Einsie . Aire) )
-

Yi
• Loss function : thigh L

= ⇐ Il Yi - VoTf
• Run stochastic Gradient Descent (SGD)

Ideal target should be Yi
.
-t = Exo [ Hse '.ae ') I sit]

Monte-Carlo target : Lia =tf t ( Siri , Aire )
( single sample estimator )

1.2 . Bootstrapped policy evaluation
.

Start from ideal target ,

Yi
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, Air ) t V" ( Si ,etc )

It's approximately equal to current time step reward t
next time step expectation .



We take NN , Tif as an approximation of the true value function,
and plug in

Bootstrapped : Yet x r ( Sia , Air ) -14¥ (Si .eu )
= #

we can directly use previous fitted value function and play it in
for the second timestep . In training data , instead of summing
all the rewards from that step until the end, we're gonna
take just reward at current time step and add it the value
function at the next time step .

Training data -

. {(Sia)t¥t)}
Yi

Loss function : miff L = F H Y. - V§ (Sia ) IT

Run SGD
.




